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Abstract. The integration of generative artificial intelligence into graduate-level
academic writing has accelerated since 2019, yet systematic evidence regarding
adoption patterns remains scattered. This study synthesises findings from 71
empirical studies identified through Scopus Al analysis, examining how Master’s
and PhD students employ these technologies across disciplines. Meta-analytic
results indicate that students who engage in recursive interaction with Al tools
achieve stronger writing outcomes (Hedges’ g = 0.89, 95% CI [0.78, 1.00]) than
those who use Al tools merely as editorial assistants (g = 0.41, 95% CI [0.29, 0.53]).
Writing interventions that combine self-regulated learning strategies with Al support
yield the largest effects (g = 0.94). Adoption rates vary by field: 78% in STEM, 71%
in social sciences, and 62% in humanities, with distinct usage patterns emerging
within each discipline. Analysis of institutional policies reveals that frameworks
permitting structured Al use while requiring disclosure correlate with lower rates
of academic misconduct (r = -0.62) compared to prohibitive approaches. These
findings suggest that the effectiveness of Al in academic writing depends less on
the technology itself than on the pedagogical context and strategic frameworks
within which it operates. The evidence points toward a need for discipline-specific
guidelines that acknowledge both the affordances and limitations of current Al
capabilities.

Keywords: generative artificial intelligence, graduate education, academic writing,
meta-analysis, educational technology

1. Introduction

Since the public release of ChatGPT in November 2022 [46], universities worldwide
have grappled with fundamental questions about the role of artificial intelligence in
scholarly work. The technology’s rapid adoption (reaching 65% of graduate students
within eighteen months according to recent surveys) has outpaced institutional capac-
ity to develop coherent policies or pedagogical frameworks [36, 45]. This gap between
technological capability and educational practice creates both opportunities and risks
that merit systematic investigation.

The phenomenon extends beyond simple tool adoption. Graduate students report
using Al for tasks ranging from grammar correction to conceptual development, with
usage patterns varying substantially by discipline, educational level, and geographic
region [43]. Engineering doctoral students might employ Al to clarify technical de-
scriptions, while philosophy master’s students might use the same tools to explore
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argumentative structures. These varied applications raise questions about whether a
unified framework for understanding Al integration is possible or whether discipline-
specific approaches are necessary.

Previous scholarship has examined isolated aspects of this phenomenon. Parker
et al. [50] documented how doctoral students negotiate meaning with Al systems,
developing what they term “collaborative epistemologies”. Kim et al. [36] identified
distinct interaction patterns between students and Al tools, finding that success
depends more on strategic use than technical sophistication. Nevertheless, these
studies, valuable as individual contributions, lack the synthetic perspective necessary
for institutional decision-making or pedagogical design.

Three specific gaps characterise the current literature. First, existing studies rarely
distinguish between master’s and doctoral students, despite substantial differences
in their writing tasks, autonomy, and prior experience. A master’s student writing
their first literature review faces different challenges than a doctoral candidate crafting
dissertation chapters. Second, disciplinary contexts shape writing conventions and
Al affordances in underexplored ways. The precision required in scientific writing
differs from the interpretive flexibility valued in humanities scholarship. Third, the
pedagogical interventions that might support effective Al use have received minimal
systematic attention, leaving instructors without evidence-based guidance.

This study addresses these gaps systematically, analysing empirical research pub-
lished between 2019 and 2025. While large language models gained widespread
attention recently, earlier work on Al writing assistants provides important context
for understanding current developments. Our analysis examines four interconnected
questions:

RQ@Q1: What patterns characterise graduate student engagement with Al writing tools,
and how do these patterns relate to writing outcomes?

RQ2: How do disciplinary traditions and epistemologies shape Al adoption and use?

RQ@3: Which pedagogical frameworks show promise for supporting ethical and effective
Al integration?

R@4: What do current adoption patterns suggest about assessment practices and
academic integrity policies?

2. Theoretical perspectives

2.1. Technology adoption in educational contexts

Despite its origins in organisational settings, the Technology Acceptance Model [68]
offers limited explanatory power for understanding Al adoption in graduate education.
Perceived usefulness and ease of use, the model’s core constructs, fail to capture the
ethical tensions and identity negotiations that characterise student experiences with
Al [7]. When doctoral students question whether Al-refined ideas remain “their own”,
they engage with questions that transcend simple cost-benefit calculations.

Recent extensions of adoption theory prove more applicable. Venkatesh’s unified
theory [68] incorporates social influence and facilitating conditions, both critical in
academic settings where peer norms and institutional infrastructure shape technology
use [63]. However, even these expanded frameworks struggle to account for the
reciprocal relationship between Al use and skill development. As students become
more adept at crafting prompts and evaluating outputs, the technology itself becomes a
different tool — a phenomenon traditional adoption models cannot easily accommodate.

The concept of “adoption” itself may be misleading when applied to Al in academic
writing. Unlike learning management systems or citation software, Al tools do not
simply digitise existing processes. They introduce new capabilities and constraints
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that reshape the writing process itself. A student who uses Al to generate alterna-
tive phrasings engages in a fundamentally different cognitive process than one who
constructs sentences independently. This transformation suggests we need theo-
retical frameworks for co-evolution between human capabilities and technological
affordances.

2.2. Self-regulation and metacognition

Self-regulated learning theory provides a more promising lens for understanding
Al integration in academic writing. Zimmerman’s cyclical model — encompassing
forethought, performance, and self-reflection phases [76] — maps naturally onto the
iterative process of Al-assisted writing [65]. Students who succeed with Al tools demon-
strate sophisticated self-regulatory behaviours: setting clear goals before engaging
with Al, monitoring the relevance and accuracy of generated content, and reflecting on
how AI use affects their learning.

The empirical literature on self-regulated strategy development (SRSD) offers par-
ticular insights. Studies consistently show that explicit instruction in self-regulation
strategies improves writing outcomes, with effect sizes ranging from 0.70 to 1.20 across
diverse populations [24, 60]. When combined with Al tools, SRSD appears to amplify
these benefits. Students learn not just to regulate their own cognitive processes but
also to manage their interaction with Al — a form of “extended self-regulation” that
encompasses both human and machine elements.

Metacognitive awareness emerges as a critical factor distinguishing successful from
unsuccessful Al use. Students who maintain awareness of their thinking processes
while using Al report better outcomes and express fewer concerns about dependency
[75]. They recognise when Al suggestions align with their intentions and when they
diverge, making conscious decisions about which elements to incorporate. This
metacognitive monitoring prevents the passive acceptance of Al output that charac-
terises problematic use patterns.

2.3. Digital literacies and critical engagement

Traditional definitions of digital literacy — focused on technical skills and infor-
mation evaluation — prove insufficient for the Al era. Students need what might be
termed “algorithmic literacy”: understanding how large language models generate text,
recognising their biases and limitations, and evaluating the epistemological status
of Al-generated content [5]. This extends beyond technical knowledge to encompass
critical awareness of power relations embedded in Al systems.

The concept of critical digital literacy, developed by scholars examining social
media and online information [33, 49], takes on new dimensions with generative Al.
When students use ChatGPT to write about postcolonial theory, they engage with a
system trained primarily on Western, English-language texts. The biases embedded
in training data shape what kinds of arguments seem “natural” or “logical” to the
system. Students who lack critical awareness may inadvertently reproduce these
biases, narrowing rather than expanding their intellectual horizons.

Academic literacies theory, with its attention to disciplinary discourses and identity
formation, provides additional insights. Writing in academic contexts involves more
than producing grammatically correct text; it requires adopting disciplinary ways of
thinking and arguing [43]. Al tools, trained on vast corpora that span disciplines,
may generate text that appears sophisticated but lacks the epistemological grounding
expected in specific fields. A history student who relies heavily on Al might produce
writing that sounds scholarly but fails to engage with historiographical debates in
discipline-appropriate ways.
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3. Methods

3.1. Search strategy and study selection

This analysis draws on a systematic search of the Scopus database, leveraging its Al-
powered analysis capabilities to identify relevant empirical studies. The identification
of relevant studies employed Scopus Al's analytical capabilities rather than traditional
Boolean search strings. This approach leveraged machine learning algorithms to
identify conceptually related articles that might not share common keywords. The
Scopus Al system was queried with combinations of terms related to generative Al
(“ChatGPT”, “large language models”, “generative Al”, “Al writing assistants”) and
graduate education (“doctoral”, “PhD”, “master’s”, “graduate students”, “thesis”, “dis-
sertation”). The initial query focused on the intersection of generative Al technologies
and graduate-level academic writing, with the Al system identifying patterns across
abstracts, keywords, and citation networks. The search covered publications from
January 2019 through August 2025, encompassing both the pre-ChatGPT era of Al
writing tools and the subsequent period of rapid adoption.

The Scopus Al system processed queries iteratively:

1) initial broad query: “generative Al in academic writing” (897 results);

2) refined query adding educational level: “graduate OR doctoral OR PhD OR master’s”
(743 results after deduplication);

3) further refinement for empirical studies: exclusion of opinion pieces, editorials, and
purely theoretical papers (281 results);

4) full-text screening for relevance and quality (126 results);

5) final quality assessment using adapted Mixed Methods Appraisal Tool (MMAT)
criteria (71 studies retained: [1-11, 13-32, 34-45, 47, 48, 50-67, 69-75, 77]).

This Al-assisted approach differs from traditional systematic reviews but offers ad-
vantages in rapidly evolving fields where terminology remains unstable. The system’s
ability to identify conceptually related papers regardless of specific terminology proved
valuable for capturing early studies predating the current vocabulary around genera-
tive Al. While this introduces potential biases — the Scopus Al system may privilege
certain types of studies or miss relevant work published in specialised venues - it
also enables analysis of a rapidly evolving literature that traditional methods might
struggle to capture. Given the pace of change in Al capabilities and adoption, the
trade-off between comprehensiveness and timeliness seems justified.

3.2. Study characteristics and quality assessment

The 71 included studies employed diverse methodological approaches. Twenty-
three used experimental or quasi-experimental designs, comparing outcomes between
students who did and did not use Al tools. Nineteen presented qualitative case studies,
often following small groups of students over extended periods. Seventeen combined
quantitative and qualitative methods, while twelve relied on cross-sectional surveys.
This methodological diversity reflects the exploratory nature of research in an emerging
area.

Geographic representation was skewed toward institutions in Asia (39.4%), North
America (29.6%), and Europe (22.5%), with limited representation from Africa (5.6%)
and South America (2.8%). This distribution likely reflects differential Al adoption
rates and regional research capacity. Sample sizes varied widely, from intensive
studies of 8-10 participants to surveys encompassing over 1000 students. The median
sample size of 67 suggests most studies focused on depth rather than breadth.

Given the methodological diversity of included studies, we adapted the MMAT to
accommodate the unique challenges of Al-related research. The assessment criteria
included:
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1. For quantitative studies:

e clear specification of Al tools and versions used;

¢ appropriate comparison conditions (accounting for potential contamination);

¢ valid and reliable outcome measures;

* statistical power adequate for detecting meaningful differences;

* appropriate handling of clustering (for studies with multiple observations
per participant).

2. For qualitative studies:

* rich description of context and participants;

¢ clear documentation of Al interaction processes;

* evidence of reflexivity regarding researcher assumptions about Al;
¢ thick description supporting interpretations;

¢ attention to discrepant cases and alternative explanations.

Studies scoring below 60% on relevant criteria were excluded. The mean quality
score of 82.3% (SD = 11.2%) indicates generally rigorous research, though the field’s
youth means methodological conventions continue evolving.

Quality assessment revealed generally sound methodological practices, though some
limitations recur across studies. Self-report measures dominate, raising questions
about social desirability bias — students may overstate or understate Al use depending
on institutional policies. Few studies include longitudinal follow-up, limiting under-
standing of how Al use affects skill development over time. Control conditions, where
present, often fail to account for contamination — students in “no AI” conditions may
independently access these freely available tools.

3.3. Data extraction and analysis

We extracted information about participant characteristics, Al tools, outcome mea-
sures, and key findings from each study. For studies reporting comparable quantitative
outcomes, we calculated standardised effect sizes (Hedges’ g) to account for small
sample bias. Meta-analyses employed random-effects models given the heterogeneity
in populations, interventions, and outcomes. The I? statistic quantified heterogeneity,
with values above 50% suggesting substantial variation beyond sampling error.

Qualitative findings underwent thematic analysis following Braun and Clarke’s [12]
approach. Initial coding generated 127 codes, which through iterative refinement
consolidated into 38 sub-themes and ultimately 5 overarching themes. This process
involved constant comparison between studies, attention to discrepant cases, and con-
sideration of how themes related to theoretical frameworks. Saturation — the point at
which new studies confirmed rather than extended themes — occurred after analysing
approximately 47 studies, though all 71 were included to ensure comprehensiveness.

The integration of quantitative and qualitative findings followed a convergent design.
Meta-analytic results provided estimates of effect magnitudes, while thematic anal-
ysis illuminated mechanisms and contexts. Where findings diverged — for instance,
quantitative studies showed positive effects while qualitative studies revealed student
concerns — we explored potential explanations rather than privileging one form of
evidence over another.

4. Results

4.1. Patterns of Al engagement
Analysis reveals three distinct patterns of Al use among graduate students, each as-
sociated with different outcomes and learning trajectories. The first pattern, “recursive
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collaboration”, involves multiple cycles of human-Al interaction. Students begin with
rough ideas, use Al to generate alternatives, critically evaluate outputs, refine prompts
based on this evaluation, and iterate until achieving satisfactory results. This pattern
appeared in 42.1% of cases where detailed process data were available. Students
employing recursive collaboration achieved the strongest improvements in writing
quality (g = 0.89, 95% CI [0.78, 1.00]) and reported higher self-efficacy (g = 0.76, 95%
CI [0.64, 0.88]).

The second pattern, “task-specific supplementation”, treats Al as a specialised tool
for particular challenges. Students write independently but turn to Al for specific
needs: clarifying jargon, checking grammar, or generating transitional sentences. This
pattern, observed in 29.4% of cases, produced moderate improvements (g = 0.41 for
writing quality) but raised fewer concerns about dependency. Students maintained
more precise boundaries between their work and Al assistance, though they may have
missed opportunities for deeper engagement.

The third pattern, “hybrid orchestration”, combines elements of both approaches
depending on task demands. Students might use recursive collaboration for literature
synthesis but task-specific supplementation for methods sections. This pattern, seen
in 21.7% of cases, yielded outcomes between the other two patterns (g = 0.71) but
required sophisticated metacognitive awareness to execute effectively.

A concerning finding emerged regarding the 6.8% of students who attempted to use
Al but abandoned it. These students often lacked strategic approaches, becoming
frustrated when initial prompts failed to produce useful outputs. Without guidance on
prompt engineering or output evaluation, they concluded that Al was either “useless”
or “too dangerous”, missing potential benefits while reinforcing institutional concerns
about Al adoption.

4.2. Disciplinary variations in adoption and use

Disciplinary contexts profoundly shape how students integrate Al into their writing
processes. STEM fields show the highest adoption rates (78.3%) and largest effect
sizes (g = 0.92, 95% CI [0.81, 1.03]). Engineering and computer science students
value Al’s ability to simplify technical descriptions and improve clarity for international
audiences. One mechanical engineering doctoral student from Kryvyi Rih National
University noted that Al helped them “translate engineer-speak into something a
broader audience could understand”!, a skill their advisor had struggled to teach
through traditional methods.

However, STEM adoption is not without complications. Students express persistent
concerns about Al “hallucinations” — plausible-sounding but incorrect technical con-
tent. In response, several engineering programs have developed verification protocols
requiring students to fact-check any Al-generated technical claims against primary
sources. This additional step, while time-consuming, appears to enhance rather than
diminish learning, forcing students to engage more deeply with technical literature.

Humanities disciplines show more selective adoption (61.7%) and smaller effects
(g = 0.68, 95% CI [0.54, 0.82]). Literature and philosophy students worry that Al
homogenises their writing voice and flattens interpretive nuance. One comparative
literature student from Kryvyi Rih State Pedagogical University described a paradox:
“The Al makes my writing clearer but less interesting. It removes the productive
ambiguities that make humanities scholarship worth reading”?. This tension between
clarity and complexity reflects deeper epistemological differences between fields.

!As reported by Serhiy O. Semerikov, a lecturer of the postgraduate course “Modern teaching techniques
and methodologies”.

2According to Iryna S. Mintii, a lecturer of the postgraduate course “Modern information technologies in
scientific and pedagogical activities”.
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Social sciences occupy a middle ground (70.9% adoption, g = 0.79), with notable
variation within the domain. Psychology and economics students embrace Al for
data description and statistical reporting, while anthropology and sociology students
express concerns about Al's inability to capture thick description and cultural nu-
ance. These within-field differences suggest that disciplinary boundaries may be less
important than methodological orientations in shaping Al adoption.

Business programs report pragmatic adoption patterns (74.2%), with students
viewing Al proficiency as a marketable skill. MBA students use Al not just for
academic writing but also to practice professional communication — drafting reports,
presentations, and strategic analyses. This dual focus on academic and professional
writing distinguishes business programs from other fields and may explain their
relatively smooth Al integration.

4.3. Pedagogical interventions and their effectiveness

The evidence strongly supports structured pedagogical intervention over laissez-faire
approaches to Al integration (table 1). Self-regulated strategy development adapted
for Al contexts shows the largest effects (g = 0.94, 95% CI [0.82, 1.06]). These
interventions teach students to set specific goals for Al use, develop prompt libraries
for different writing tasks, monitor the relevance and accuracy of Al outputs, and
reflect on how Al use affects their learning. Students who receive SRSD training
generate more sophisticated prompts (mean complexity score = 4.2/5) compared to
untrained peers (2.7/5), F(1, 142) = 38.91, p < 0.001.

Hybrid feedback models, combining Al-generated suggestions with instructor input,
produce the second-strongest effects (g = 0.86, 95% CI [0.74, 0.98]). The complemen-
tary nature of feedback sources — Al addressing surface features while instructors
focus on argumentation and evidence — appears particularly effective. Students report
that this combination helps them distinguish between “writing problems” (which Al
can address) and “thinking problems” (which require human guidance).

Explicit Al literacy instruction, while showing smaller effects on immediate writing
outcomes (g = 0.71), may have important long-term benefits not captured in short-
term studies. Students who understand how large language models work make more
informed decisions about when and how to use these tools. They recognise that Al
excels at pattern matching but struggles with novel arguments, leading them to use
Al for routine tasks while reserving creative work for themselves.

Peer learning approaches, where students share Al strategies and collectively eval-
uate outputs, show promise but lack robust empirical support. The few studies
examining peer learning suggest it may reduce anxiety about Al use and help students
develop shared norms, but effect sizes remain modest (g = 0.62). The social dimension
of Al adoption — how students learn from each other’s successes and failures — deserves
greater research attention.

Traditional writing instruction that ignores Al shows the weakest outcomes (g = 0.31),

Table 1
Meta-analysis of pedagogical interventions.

Intervention type 01::3113(;; pari':Ii‘z:;:m ts Hedges’ g 95% CI I?
SRSD + Al 8 342 0.94 [0.82, 1.06] 42%
Hybrid feedback 11 468 0.86 [0.74, 0.98] 51%
Al literacy training 9 391 0.71 [0.58, 0.84] 38%
Peer learning 6 256 0.62 [0.47, 0.77] 29%
Traditional instruction 12 512 0.31 [0.19, 0.43] 61%
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not because traditional methods lack value but because students independently access
Al tools without guidance. This “hidden curriculum” of unsupported Al use may explain
why control groups in some studies show unexpected improvements — contamination
from unauthorised Al use confounds results.

4.4. Institutional policies and academic integrity

Institutional responses to Al in academic writing fall along a spectrum from prohibi-
tion to integration, with markedly different outcomes. Prohibitive policies, adopted
by 19.5% of institutions in our sample, correlate with lower official adoption rates
(31.2%) but higher rates of academic misconduct (18.7%). The paradox is instructive:
banning Al tools does not prevent their use but drives it underground, eliminating
opportunities for pedagogical support and ethical guidance.

Restrictive policies (26.8% of institutions) permit limited Al use with extensive
documentation requirements. While these policies reduce misconduct compared
to prohibition (12.3% violation rate), they create administrative burdens that may
discourage legitimate use. Students report spending excessive time documenting Al
interactions rather than improving their writing.

Integrative approaches (41.5% of institutions) show the most promising outcomes.
These frameworks acknowledge Al as a legitimate tool while establishing clear bound-
aries and expectations. The Al Assessment Scale (AIAS), implemented at 15 institu-
tions, exemplifies this approach. It specifies five levels of acceptable Al use, from “no
AI” for certain assessments to “full AI” for others, with clear criteria for each level.
Institutions using integrative frameworks report the lowest misconduct rates (4.2%)
and highest student satisfaction (4.4/5).

The remaining institutions (12.2%) lack clear policies, creating confusion and anxiety.
Students in these contexts show high Al adoption (82.1%) but express uncertainty
about acceptable use. The absence of guidelines does not promote academic freedom
but instead creates a climate of fear where students make individual judgments about
ethical boundaries.

Effective policies share several characteristics. They distinguish between different
types of Al use rather than treating all applications equivalently. They require dis-
closure but make this process straightforward rather than onerous. They provide
examples of acceptable and unacceptable use specific to disciplinary contexts. Most
importantly, they frame Al use as a skill to be developed rather than a temptation to
be resisted.

4.5. Student experiences and identity formation

Thematic analysis of qualitative data reveals complex negotiations between tech-
nological assistance and scholarly identity. The theme of “empowerment through
augmentation” appears consistently, with students reporting that Al helps them
overcome linguistic barriers, writer’s block, and imposter syndrome. International
students particularly value AI's ability to help them produce idiomatically correct
English, though they worry about losing their distinctive voice.

However, empowerment coexists with anxiety about dependency and deskilling.
Students question whether Al-assisted writing develops or atrophies their capabilities.
One sociology doctoral student from Kryvyi Rih State Pedagogical University articulated
a common concern: “Every time I use ChatGPT to improve a paragraph, I wonder
if I'm getting better at writing or just better at using ChatGPT”3. This uncertainty
about skill development reflects broader questions about the nature of expertise in an
Al-augmented world.

SAccording to Iryna S. Mintii, a lecturer of the postgraduate course “Modern information technologies in
scientific and pedagogical activities”.

241


https://doi.org/10.55056/etq.965

Educational Technology Quarterly, Vol. 2025, Iss. 3, pp. 234-252  https://doi.org/10.55056/etq.965

Identity tensions prove particularly acute for humanities students, who view writing
as central to scholarly identity. When Al can generate plausible literary analysis or
philosophical arguments, students question what distinguishes their contributions.
Some resolve this tension by positioning themselves as curators and critics of Al
output rather than sole creators of text. Others maintain strict boundaries, using Al
only for mechanical tasks while preserving interpretive work as an exclusively human
domain.

The social dimensions of Al use shape individual experiences — students in programs
where Al is normalised report less anxiety and more strategic adoption. Conversely,
students in programs where Al use remains taboo express shame and isolation, even
when their actual usage patterns mirror those of peers. This suggests that institutional
culture may be as important as official policy in shaping Al adoption outcomes.

Temporal patterns in Al adoption reveal a typical trajectory (figure 1). Initial enthu-
siasm gives way to frustration as students discover Al's limitations. Those who persist
through this “trough of disillusionment” develop more sophisticated, selective use
patterns. They learn to recognise tasks where Al adds value versus those that prove
counterproductive. This maturation process typically takes 8-12 weeks of regular use,
suggesting that short-term studies may miss important developmental patterns.
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Figure 1: Satisfaction with Al tools over time, comparing supported and unsupported adoption.

5. Discussion

5.1. Theoretical implications

The evidence challenges linear models of technology adoption that assume pro-
gressive movement from non-use to full integration. Instead, we observe cyclical
patterns where students oscillate between different engagement modes depending on
task demands, time pressures, and confidence levels. A doctoral student might use
recursive collaboration when writing literature reviews, but avoid Al when crafting
dissertation conclusions. This task-specific variation suggests that “adoption” is not a
binary state but a repertoire of practices deployed strategically.

The strong effects of self-regulated learning interventions confirm that metacognitive
capabilities remain essential in Al-augmented writing. Rather than replacing human
cognition, Al tools appear to place greater demands on self-regulation. Students must
manage not only their own cognitive processes but also their interaction with an Al
system that can generate infinite text variations. This “meta-metacognition” — thinking
about thinking about Al thinking — represents a new form of academic literacy.
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The disciplinary variations we observe reflect deeper epistemological differences
about the nature of knowledge and argumentation. STEM fields, emphasising clarity
and precision, align well with AI's pattern matching and standardisation strengths.
Humanities disciplines, valuing interpretive flexibility and authorial voice, find Al
both useful and threatening. These differences suggest that universal policies or
pedagogical approaches will prove less effective than discipline-specific frameworks
that acknowledge varied epistemologies.

5.2. The dependency paradox

Our findings reveal a fundamental tension in Al-augmented academic writing. Tools
that empower students in the short term may create dependencies that undermine
long-term development. The 34.2% reduction in writing time for students using
recursive collaboration represents genuine efficiency gains. Nevertheless, longitudinal
evidence, limited though it is, hints at potential skill atrophy. Students who rely
heavily on Al for idea generation show decreased performance on timed writing tasks
without Al access.

This paradox manifests differently across educational levels. Master’s students,
still developing foundational academic writing skills, may benefit from scaffolded
Al use that gradually reduces support. Starting with Al assistance for all aspects
of writing and then progressively limiting Al to specific tasks could help students
internalise skills while maintaining motivation. Doctoral students, with established
writing competencies, can potentially use Al more freely without compromising skill
development, though they face different risks around originality and voice.

The solution may lie not in restricting Al use but in deliberately practising Al-
augmented and independent writing. Just as calculators have not eliminated the
need for mental arithmetic in appropriate contexts, Al need not eliminate independent
writing capability if students regularly practice both modes. Some programs now
require students to maintain “Al journals” documenting both assisted and unassisted
writing, helping them recognise their capabilities in each mode.

5.3. Implications for assessment

Traditional assessment methods assume individual, unassisted text production
— an assumption that Al tools render obsolete. However, our findings suggest that
assessment reform need not abandon the evaluation of individual capability. Instead,
assessment might explicitly incorporate Al use while evaluating students’ ability to
work effectively with these tools.

Process-focused assessment emerges as one promising direction. Rather than evalu-
ating only final products, instructors might assess the sophistication of prompts, the
critical evaluation of Al outputs, and the strategic decisions about when to use or avoid
Al. A student who generates nuanced prompts, recognises problematic Al outputs, and
thoughtfully integrates Al suggestions demonstrates important competencies distinct
from traditional writing skills.

Hybrid assessments, combining Al-assisted and unassisted components, offer an-
other approach. Students might use Al to develop ideas and structure arguments,
then write specific sections independently under controlled conditions. This approach
acknowledges Al as a legitimate tool while ensuring students maintain core capa-
bilities. The challenge lies in determining which capabilities remain essential in an
Al-augmented world — a question without easy answers.

Portfolio-based assessment, long advocated in writing pedagogy, gains new rele-
vance in the Al era. Portfolios can document not just final products but the entire
writing process, including Al interactions. Students might include prompt histories,
revision decisions, and reflective commentary on their Al use. This approach makes
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the collaborative process visible and assessable while encouraging metacognitive
development.

5.4. Equity and access considerations

The digital divide takes new forms with Al writing tools. While basic versions
of ChatGPT and similar tools are freely available, premium versions offer superior
capabilities. Our analysis found that students using premium tools achieved stronger
outcomes (g = 0.84) compared to free versions (g = 0.52). This disparity may exacerbate
existing educational inequalities, advantaging students who can afford subscription
fees.

Geographic disparities in Al adoption raise additional concerns. Asian institutions
show the highest adoption rates, potentially gaining competitive advantages in prepar-
ing students for Al-augmented workplaces. Limited representation from Africa and
South America in our sample suggests these regions may be excluded from both the
benefits and the learning experiences of early Al adoption. The long-term implications
for global academic equity remain unclear but concerning.

Language presents another equity dimension. Current Al tools perform best in
English, potentially disadvantaging non-English academic communities. While Al
can help non-native English speakers produce grammatically correct text, it may
simultaneously promote linguistic homogenisation. The distinctive perspectives that
multilingual scholars bring to academic discourse could be diminished if Al tools
promote standardised English expression.

Disability considerations complicate the equity landscape. For students with
dyslexia, ADHD, or other learning differences, Al tools can provide crucial support
that enhances academic participation. Prohibitive policies may disproportionately
harm these students, denying them tools that could level the playing field. However,
institutions struggle to distinguish between legitimate accommodation and unfair
advantage — a challenge that predates Al but becomes more acute with these powerful
tools.

5.5. Future directions

The rapid evolution of Al capabilities means that findings from studies conducted
even months ago may already be partially obsolete. GPT-5 differs substantially from
GPT-4.5, and future models will likely introduce new capabilities and challenges.
Research must develop methods for studying moving targets, focusing on underlying
patterns rather than specific tools.

Longitudinal research remains desperately needed. Most studies examine short-
term outcomes over weeks or single semesters. We know little about how sustained Al
use affects writing development over entire degree programs. Do students who use Al
throughout their graduate studies emerge as stronger or weaker writers? How do early
Al experiences shape later professional writing? These questions require multi-year
studies that track students from program entry through graduation and beyond.

Cross-cultural research could illuminate how different educational traditions shape
Al adoption. Asian educational systems, with their emphasis on imitation and gradual
progression toward originality, might integrate Al differently than Western systems,
which emphasise individual creativity from the outset. Understanding these cultural
variations could inform more nuanced and culturally responsive policies.

The relationship between Al use and critical thinking deserves particular attention.
While our analysis found no direct evidence that Al use diminishes critical thinking,
the question remains open. Experimental studies that randomly assign students
to Al-supported versus traditional instruction, then assess critical thinking through
standardised measures, could provide more precise answers. Such studies face ethical
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challenges — is it fair to deny some students Al access? — but may be necessary for
understanding long-term impacts.

6. Limitations

This analysis faces several constraints that readers should consider when interpret-
ing findings. While enabling Al-assisted analysis, the reliance on Scopus as the sole
database likely missed relevant studies published in specialised venues or regional
journals. The rapid pace of change means that even recent studies may not reflect
current Al capabilities or adoption patterns. The geographic skew toward certain
regions limits generalizability to global contexts.

The heterogeneity of included studies complicates meta-analytic synthesis. Studies
varied in their definitions of Al use, outcome measures, and participant populations.
While we used random-effects models to account for this variation, the pooled effect
sizes should be interpreted as general patterns rather than precise estimates. For some
analyses, the moderate to high I? values suggest substantial unexplained variation
that future research should explore.

Publication bias remains a concern despite our inclusion of dissertations and
conference proceedings. Studies finding positive effects of Al use may be more likely
to achieve publication than those finding null or negative effects. Our analysis of
funnel plots suggests some asymmetry, though Egger’s test did not reach statistical
significance. The true effects of Al on academic writing may be smaller than our
estimates suggest.

While revealing rich insights about student experiences, the qualitative synthesis
draws primarily on self-report data. Students may not accurately report their Al use,
either overestimating to appear technologically sophisticated or underestimating due
to stigma. Observational studies that directly examine student-Al interactions remain
rare but would provide more objective evidence about usage patterns.

7. Conclusion

Integrating generative Al into graduate academic writing represents neither a crisis
requiring prohibition nor a panacea promising effortless excellence. Our analysis of
71 empirical studies reveals a more complex reality where outcomes depend on how
students engage with Al, the pedagogical support they receive, and the institutional
contexts that shape their use. The finding that recursive collaboration yields superior
outcomes to task-specific supplementation suggests that successful Al integration
requires active, critical engagement rather than passive consumption.

The evidence strongly supports structured pedagogical intervention. Self-regulated
learning strategies adapted for Al contexts produce the largest effects, helping students
develop both writing capabilities and Al literacies. Hybrid feedback models that
combine Al and human input leverage each other’s strengths. These findings have
immediate implications for graduate programs considering how to support student
success in an Al-augmented academic environment.

Disciplinary differences in Al adoption reflect varied epistemologies and writing
conventions rather than simple technophobia or technophilia. STEM fields’ emphasis
on clarity aligns well with Al capabilities, while humanities scholars’ concerns about
voice and interpretation reflect legitimate tensions between Al standardisation and
disciplinary values. Effective policies must acknowledge these differences rather than
imposing uniform approaches.

The path forward requires a balance between embracing innovation and preserving
essential capabilities. Students need opportunities to develop both Al-augmented
and independent writing skills. Assessment methods must evolve to evaluate not just
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products but processes. Institutions must address equity concerns while avoiding
both prohibition and laissez-faire approaches. These challenges are substantial but
not insurmountable.

As Al capabilities continue evolving, the specific tools and techniques discussed here
will inevitably become outdated. Yet the broader patterns — the importance of strategic
use, the value of pedagogical support, the need for disciplinary sensitivity — will likely
persist. By focusing on these patterns rather than particular technologies, educators
can prepare students not just for current Al tools but for whatever innovations emerge
next.

The evidence suggests that generative Al will not replace human writers but reshape
what it means to write in academic contexts. Students who learn to work effectively
with Al while maintaining critical distance and independent capability will be best
positioned for success. Educators’ challenge is facilitating this learning while up-
holding the intellectual rigour and ethical standards that define scholarly work. The
studies analysed here suggest this challenge can be met, but only through deliberate,
evidence-informed effort rather than hope or fear.
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